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Modular adders are met in various applications of computer systems. In this paper we
investigate a new architecture for their design that utilizes a carry save adder stage and
two binary adders that operate in parallel. Realizations in static CMOS reveal that the
introduced architecture leads to modular adder implementations that offer significant
savings in delay and power consumption over implementations based on previously
proposed architectures. In parallel, the proposed architecture offers significantly smaller
implementation area for small operand widths.

1. Introduction

Modular adders play an important role in pseudorandom number generation 1 and
cryptographic implementations 2,3,4. Their main application field however, is in
residue number system (RNS) based computations. The RNS has been proposed
as an alternative to the binary number system because it does not suffer from the
carry propagation problem since the operations are carried out on the residue digits
concurrently in independent units. Furthermore, the RNS exhibits attractive fault
tolerant capabilities 5. The use of RNS has been adopted in several digital signal
processing applications 6,7,8,9,10,11. Finally, modular adders are essential building
blocks for modular multipliers 12,13, residue to binary converters 14,15 and other
modular operations 16,17.

Although several architectures have appeared which attack the problem of
designing adders for specific moduli, for example modulo 2n− 1 adders 18 or 2n +1
adders 19, few are available in the literature on the design of generalized modular
adders. The latter architectures can be divided in two categories :

• those that require the use of ROM and
• those that are based on the use of binary adders.
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2 On the Design of Efficient Modular Adders

Since the proposals of the latter category lead to area-time efficient implementations
even for large moduli, they have received significantly more attention than those of
the first category and are therefore the focus of this manuscript.

For the modulo m addition of X and Y , hereafter denoted by |X + Y |m, where
X = xn−1xn−2 · · ·x1x0 and Y = yn−1yn−2 · · · y1y0 are two n-bit binary numbers in
the range [0,m) and n = dlog2 me, we have that

|X + Y |m =

{
X + Y −m, if X + Y ≥ m

X + Y, otherwise.
(1)

Based on Eq. 1 Bayoumi and Jullien 20, presented an architecture for modular
addition that utilizes two adders and a multiplexer. A n-bit adder is used to compute
X +Y , while a −m correction is added to its output by the second (n+1)-bit adder.
The multiplexer is then used to select between the two adders’ outputs depending
on the value of the carry output of the second adder.

Dugdale 21 has reduced the width of the second adder to n bits and has shown
that the multiplexers can be controlled by the logical OR of the two adder’s carry
outputs. She has also presented an area efficient architecture that performs the
modular addition using just one adder in two addition cycles.

The most efficient purely combinational architecture for single cycle modular
addition has been recently proposed by Hiasat 22. This architecture is based on
generating propagate (p) and generate (g) signals for both the X + Y and the
X + Y −m cases. The output of a carry look-ahead (CLA) unit is used to select
the required set of p and g signals which are then propagated to a second CLA unit
that produces the carries of the modulo addition. As shown experimentally 22, this
architecture outperforms the earlier solutions 20,21 in both area and time. However,
one must note that both the area and the delay of the adders proposed by Hiasat 22

depend heavily on the form of m. In the special case that m = 2n +1, multiplexing
of the p and g signals is not required, and therefore very efficient adders can be
derived.

In this manuscript, we investigate a modular adder architecture that consists of
a carry save adder (CSA) stage and two binary adders that operate in parallel. The
first binary adder computes X + Y , whereas the CSA and the second binary adder
computes X + Y − m. Selection between the two results is performed by a final
row of multiplexers. The use of two binary adders in parallel has been previously
employed for speeding-up the last stage of a residue to binary converter 14. This
solution however has not been investigated as a candidate for a modular adder.
Moreover, the scheme used in the residue to binary converter 14 can not be applied
directly in the case of completely independent operands, as is the case of modular
adders. Using CMOS implementations we show that when m 6= 2n + 1, the adders
designed following the presented architecture are on the average about 26% faster
and consume about 19% less power. For small operand widths, the proposed adders
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also require about 21% less implementation area than those proposed by Hiasat 22.

2. Modular Adder Architecture

Let M denote the 2’s complement of m, that is M = 2n−m. Then, for the modulo
m addition of X and Y , we have :

|X + Y |m =

{
X + Y −m, if X + Y ≥ m

X + Y, otherwise.

=

{
X + Y + 2n −m− 2n, if X + Y + 2n −m ≥ 2n

X + Y, otherwise.

=

{
|X + Y + M |2n , if X + Y + M ≥ 2n

X + Y, otherwise.
(2)
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Fig. 1. Block diagram of the proposed modular adder architecture.

According to Eq. 2, a modular adder can be implemented as shown in Fig. 1.
Adder A performs the addition X + Y , while Adder B the addition X + Y + M .
The output of Adder B with weight 2n indicates whether X + Y + M ≥ 2n, and as
Eq. 2 indicates it can be used for controlling the multiplexers that select the correct
output between the two addition results.

In the following we detail the implementation of Adder B. This three operand
adder can be implemented as a CSA stage and an Adder D. The purpose of the
CSA stage is to reduce the three operands of adder B into a sum, S, and a carry,
C, vector, both of length n, which are subsequently added by Adder D. At each
bit position, the CSA stage requires either a half-adder (HA) or a half-adder-like
(HA*) cell 22, when the value of the corresponding bit of M , is 0 or 1 respectively.
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Example 1: Consider the modulo 19 addition of X = x4x3x2x1x0 and
Y = y4y3y2y1y0. In this case n = 5, M = 13 = 011012. Therefore the CSA is
composed of 5 cells according to Fig. 2.
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Fig. 2. CSA for the modulo 19 adder.
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Fig. 3. Detailed implementation of the modular adder architecture.

Note that Adder D operates on the bits of the vectors S = sn−1sn−2 · · · s1s0

and C = cn−1cn−2 · · · c1c0 that have equal weight, that is, bit c0 is added to s1, c1

to s2 and so forth. We may consider this adder as being decomposed into an (n−1)
adder and an XOR gate as Fig. 3 suggests.

We can then notice that cn−1 and cout signals of Fig. 3, can not be both at 1.
cn−1 is at 1, when both xn−1 and yn−1 are at 1. The (n− 1)-bit adder in this case
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computes (X − 2n−1) + (Y − 2n−1) + M − s0 = X + Y −m− s0. Since X,Y < m,
X + Y − m − s0 < m < 2n and therefore cout = 0. The fact that cn−1 and cout

can not be simultaneously at 1 implies that, the XOR gate of Fig. 3 never receives
both inputs at 1 and can therefore be equivalently substituted by an OR gate.

3. Comparisons

In this section, we compare the architecture of Fig. 3, against the one proposed by
Hiasat 22, which has been shown to be more area and time effective than earlier
solutions 20,21.

Considering the delay, the proposed architecture’s speed is determined by the
delay of a (n− 1)-bit binary adder plus the delay of a XOR gate and a multiplexer.
Hiasat’s architecture apart from the above delays also imposes the delay of a carry
look ahead unit of a (n− 1)-bit adder.

Considering the implementation area, the architecture of Hiasat requires :

(a) a CSA similar to the proposed architecture,
(b) one full binary adder,
(c) the part of a second carry computation unit that produces the carry

output. One may note that this is the most area consuming part of the
carry computation unit, and

(d) multiplexers to choose the correct propagate and generate signals.
Depending on the value of m, the required multiplexers may reach
the value of 2(n− 1).

On the other hand the proposed architectures’ area requirements are :

(a) the CSA,
(b) two full binary adders, and
(c) n multiplexers.

One however should also take into account that :

• for the bits of M that are zero, the resulting bits of S and C vectors
are also the p and g bits required for adder A, and

• for the rest bits of M the resulting S bits are the complement of the p

bits required for adder A.

We therefore expect that for small values of n, the area required by the proposed
architecture will be significantly smaller than that of the architecture proposed by
Hiasat, while for large values of n both architectures will require similar area.

To verify the above rough comparisons, we modelled several modular adders in
HDL. In all cases, we assumed a Ladner-Fischer 23 parallel-prefix implementation
of the carry computation units. The descriptions were then mapped in the UMC-
VST 25 implementation technology (0.25 µm, up to 5-metal layers, 1.8 / 3.3 V).
We followed two different optimization approaches.
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In the first one, each mapped design was recursively optimized for speed. A
final step of area recovery followed. This approach leads to the fastest attained
designs using each architecture. The results obtained using this approach are given
in Table I. In all examined cases the adders designed according to the presented
architecture outperform the ones proposed by Hiasat 22. The delay savings achieved
range from 17.93% up to 36.07% with an average value of 26.11%.

Table I. Time optimization results.

Modulus Hiasat’s Architecture Proposed Architecture Time Savings
m Time(ns) Area (µm2) Time(ns) Area (µm2) (%)
29 1.45 6226 1.19 5695 17.9
41 1.69 8967 1.36 7310 19.5
97 1.94 9672 1.39 7462 28.4
211 1.92 10773 1.37 11994 28.6
453 2.19 11563 1.40 12894 36.1

Table II. Area optimization results.

Modulus Target Delay Hiasat’s Architecture Proposed Architecture Area Savings
m (ns) Area (µm2) Area (µm2) (%)
29 1.74 4033 3404 15.6
41 2.03 6345 3561 43.9
97 2.33 6610 4854 26.6
211 2.30 7998 7217 9.8
453 2.63 8686 8046 7.4

In the second approach all mapped designs were optimized until they achieved
a specific operating frequency. This frequency was set at 0.8 of the maximum
frequency reported in Table I for Hiasat’s architecture. Successive area minimization
steps were then applied until the tool was unable to provide a smaller design. The
results obtained using this approach are given in Table II. The implementation area
savings offered by the proposed architecture compared to the one proposed in 22,
range from 7.36% up to 43.87%, with an average value of 20.6%.

Table III. Power consumption results.

Modulus Hiasat’s Architecture Proposed Architecture Power Savings
m Power (mW) Power (mW) (%)
29 1.066 0.932 12.6
41 1.466 0.887 39.5
97 1.368 1.096 19.9
211 1.699 1.502 11.6
453 1.781 1.599 10.2

Since power reduction is an important target in battery operated systems, we
also performed power consumption comparisons. For them, we used the netlists of
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Table II. All designs were placed and routed using keeping the design constraints,
such as output load, max fanout, and floorplan initialization information constant
for both compared architectures. Then the parasitics were extracted from the actual
layouts of the designs. The gathered design data for each design were then passed to
our power analysis tool which estimated the average power required per vector over
5000 random vectors applied. Our experimental results on power consumption are
shown in Table III. The results indicate that the savings offered by the proposed
architecture compared to the one proposed by Hiasat, range from 10.2% up to
39.5%, with an average value of 18.8%.

4. Conclusions

Residue-based applications, such as RNS implementations for digital signal
processing, cryptography and pseudorandom number generation make the use of
high-speed combinational modular adders imperative. Moreover, modular adders
are essential elements of modular multipliers and residue to binary converters. To
this end, a new modular adder architecture has been presented. The proposed
architecture is built upon a CSA and two binary adders, operating in parallel. The
experimental results indicate that the proposed adders offer significant savings in
operation delay and power consumption. In parallel, for small operand widths they
provide more compact designs.
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