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Abstract
A new effective built-in self-test (BIST) scheme for non-

restoring array dividers (NADs) is proposed, that offers
more than 99% cell fault coverage in all NADs of practi-
cal use. Moreover, it can be implemented in small hardware
and can apply all its test vectors within 128 clock cycles. A
version of the proposed scheme for power critical applica-
tions is also exploited.

1 Introduction
Several techniques have been developed for enhancing

the testability of a design through design for testability
(DFT) modifications and for improving the test generation
and application process. Among them, built-in self-test
(BIST) structures are gaining more interest because they
can apply the required test vectors at the same speed as the
chip operates, they can cut down the cost of using external
testing equipment, and because parts of a BIST structure
may be shared among several design modules [1]. For a
BIST structure to be effective, it must satisfy the follow-
ing criteria : (a) avoidance of performance degradation im-
posed by DFT modifications of the original structure, (b)
small area implementation, (c) high fault coverage under
a realistic fault model, (d) small test application time and
(e) low power dissipation during testing [2, 3]. The latter
requirement has recently evolved mainly by the diffusion
of battery-powered portable devices, where average power
consumption is a critical design concern.

Array dividers are commonly included in general or spe-
cial purpose microprocessors / microcontrollers, commonly
found in today’s handheld devices. Three different archi-
tectures have been proposed for implementing a divider in
hardware, namely the carry - free [4], the restoring and the
non-restoring [5] architectures. Testing of these architec-
tures has also been considered in the past. For carry-free
dividers C-testable designs were presented in [6, 7], and a
BIST structure in [8]. Restoring array dividers can be tested
linearly if the method of [9] is followed, no matter what the
cell used for their implementation is. Moreover, if a certain
cell is used C-testability can be achieved [9]. For achieving

the C-testability the authors of [9] were forced to add one
control input as well as a linear to the size of the divider
number of XOR gates on the critical path. For the common
case of a 16 × 16 NAD, this leads to about 3% hardware
and delay overhead. However, a BIST for either restoring
or non-restoring array dividers has not been presented. A
BIST scheme can be of course devised if one takes into ac-
count the C-testable design presented in [9] and constructs
a test pattern generation circuit (TPG) that produces the re-
quired vectors. This solution though can not be regarded
efficient considering that the area and delay overheads im-
posed by the C-testability design requirements remain, the
resulting TPG lacks any regularity and that if the divider is
used as a design module in a larger IC, the resulting BIST
can only be used for the divider; it can not be shared among
other modules.

In this paper a new BIST structure for Non-restoring Ar-
ray Dividers (NADs) with respect to the cell fault model
is presented. The proposed BIST scheme fulfils all the re-
quirements set above including that it does not require any
modification of the initial divider design.

2 NADs and the Proposed BIST Scheme
In binary non-restoring division, successively right

shifted versions of the divisor are subtracted from or added
to the dividend or the resulting partial product. The carry
out of the partial remainder determines a quotient bit as well
as whether the shifted divisor is to be added or subtracted
on the next cycle. In order to cut down the number of cycles
required for a full division a NAD is usually implemented
as a two-dimensional cellular iterative array. The basic cell
used in the construction of the array is the controlled adder /
subtracter cell (CAS) cell which is presented in Fig. 1. The
FA block in Fig. 1 denotes a full adder.

A n × n NAD array is constructed from n2 basic
cells, interconnected as presented in Fig. 2, with inputs
the dividend N = (N1, N2, . . . , N2n−1) and the divisor
D = (D1, D2, . . . , Dn). The NAD produces the quo-
tient Q = (Q1, Q2, . . . , Qn) and the remainder R =
(Rn, Rn+1, . . . , R2n−1) outputs. The line Qi−1 which is

10th Euromicro Conference on Digital System Design Architectures, Methods and Tools (DSD 2007)
0-7695-2978-X/07 $25.00  © 2007



FA

Ri-1,j+1
Dj

Qj-1

Ci,j

Ri,j

Ci,j+1

Figure 1. Controlled add / subtract (CAS) Cell
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Figure 2. Original Divider Design

the carry or the borrow out of the i−1 row of cells, controls
the operation that is to be performed by the CAS cells of the
ith row. An addition or a subtraction takes place in the ith
row if Qi−1 is 0 or 1 respectively.

Several simplifications can be made to this original de-
sign. Since Q0 is always set to 1 in order for the first row
to always perform a subtraction, the XOR gates of the CAS
cells of the first row can be substituted by inverters that re-
duce both the delay and the area. The Q input of the first
row, Q0, can also be eliminated. Moreover, an accuracy of
n bits can be assumed for the remainder, leading to the left-
most cells of each row excluding the last, to only output a
quotient bit and not a remainder bit. Finally, the intercon-
nection of Qi−1 and Ci,j at the rightmost cell of each row
leads to several simplifications that also cut down both the
area and the delay of the divider. The above simplifications
obviously lead to a harder to test design since both the con-
trollability (a primary input was removed) and the observ-
ability (the partial remainder outputs were removed) of the
divider are reduced. The resulting 4 × 4 NAD is shown in
Fig. 2 where different shadowing schemes are used for rep-
resenting cells that have been simplified according to the
above.

Although the BIST scheme that will be proposed is ef-
fective no matter what the specific implementation chosen
for the CAS cell is, in order to get realistic results for stuck-
at fault coverage and total power consumption during test,
specific gate level implementations of the CAS cell need to
be considered. In this work three different implementations
for the FA of each CAS cell, depicted respectively in Fig. 4
are considered. The resulting CAS cells will hereafter be
denoted as Cell 1, Cell 2 and Cell 3 respectively. The top,
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Figure 3. Simplified divider
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Figure 5. The proposed BIST scheme.

leftmost and rightmost CAS cells are simplified versions of
the implementation chosen for the CAS cell.

The proposed BIST scheme is presented in Fig. 5 and
is comprised by the input multiplexers, the TPG circuit and
the Test Response Compactor circuit. Selection between
normal and test mode is accomplished by the input signal
Test. When this signal is set to 0 normal division takes
place. When this signal is set to 1 the divider inputs receive
the TPG outputs and testing mode is selected. The TPG
used is a 7-bit counter going through all its 128 possible
states. The counter is enabled by signal Test and clocked
by the system clock. When in test mode a new value is
produced at every cycle. During test mode, the outputs of
the counter are applied to the NAD inputs by the following
rules : (a) 4 distinct bits of the counter TPG are repetitively
used for forming the divisor input D and (b) the rest 3 dis-
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Table 1. Proposed BIST Cell Fault Coverage
NAD Size (n) 8 16 32

CFC 99.2% 99.4% 99.1

Table 2. Stuck-at Fault Coverage
NAD Size (n) Cell 1 Cell 2 Cell 3

8 100% 100% 99.5%
16 100% 100% 99.7%
32 100% 100% 99.8%

Table 3. Stuck-at Fault Coverage with Alias-
ing

NAD Size (n) Cell 1 Cell 2 Cell 3
8 99.5% 99.9% 99.4%
16 99.8% 99.9% 99.6%
32 99.8% 99.9% 99.7%

tinct bits of the counter TPG are repetitively used for form-
ing the dividend input N . The proposed test of the divider
requires only 128 clock cycles. The 2n outputs of the cir-
cuit are sampled at the end of each cycle of the test. It is
assumed that the circuit responses are captured and com-
pacted by an adder-accumulator implementing the single
rotate carry compaction scheme. After all the 128 patterns
have been applied the accumulator contains a value (signa-
ture) that is compared against a pre-computed correct value.
Different values imply a fault in the divider. Identical val-
ues imply that either the divider is fault free or an aliasing
has occurred during the compaction of the test responses.

3 Effectiveness of the Proposed BIST Scheme
The cell fault coverage and the stuck-at fault coverage for

the three distinct implementations of the CAS cell of Fig. 4
are examined in this Section. The aliasing probability is
also given when examining stuck-at faults. The power dis-
sipated during test is also examined and a modified TPG is
also suggested targeting low power dissipation during test.
The area overhead of the proposed BIST scheme is finally
discussed. The results that are presented excluding the area
measurements were gathered by developing an HDL gen-
erator for arithmetic circuits, a test pattern generator, a cell
fault simulator, a stuck-at fault simulator implementing a
variety of output compactor schemes and a gate level power
simulator. The Synopsys suite of tools and a 0.18 µm im-
plementation technology were used for the pre-layout area
estimations of the NADs and the required BIST circuits.

When the counter TPG goes through all its 128 cycles
almost all CAS cells of the examined NADs receive all pos-
sible input combinations. The set of cells that do not receive

all possible input combinations is mainly composed of the
leftmost cells of all but the first row which do not receive the
all 0’s input combination and few (< 15%) other cells that
follow a random pattern in all examined NAD sizes. Let Si

denote the number of possible input combinations of cell i
and Ri the number of distinct input combinations that cell
i receives when the proposed counter TPG goes through all
its 128 states. The Cell Fault Coverage (CFC) of the NAD
denotes the ratio

∑
i Ri∑
i Si

. Table 1 presents the CFC obtained
for the examined NAD sizes. In all cases the CFC is over
99%. Depending on the particular gate level implementa-
tion used for the FA, the missing cell input combination
may or may not impact the stuck-at fault coverage of the
circuit, since there are gate level implementations of the full
adder that do not require all the possible combinations for
detection of all single stuck-at faults. This implies that CFC
values always correspond to at least the same single stuck-
at fault value, regardless of the gate level implementation
chosen for the FA of the cells. The above analysis along
with the results of Table 1 indicate that a stuck-at fault cov-
erage of over 99% is expected, if the aliasing probability
is not taken into account. For the three considered imple-
mentations of the FA, Table 2 lists the single stuck-at fault
coverage that can be obtained by the proposed BIST scheme
when aliasing is not taken into account. The percentage of
undetected stuck-at faults is extremely small and in all cases
less than 0.5%.

The aliasing probability is examined next. This depends
heavily on the circuit used for the compaction of the re-
sponses. In order to keep the area overhead as low as pos-
sible, in the proposed BIST scheme a simple rotate carry
adder-accumulator is used as the test response compactor.
Table 3 presents the attained stuck - at fault coverage when
aliasing is also taken into account. As can be observed in
all but one cases the single stuck-at fault coverage is at least
99.5%. In [1] it has been shown that the power consump-
tion during test is higher than that during normal circuit op-
erations. In battery-powered devices this means that battery
life depends on the power consumed during the application
of power-up or periodic tests (often implemented by BIST
approaches). So there is an emerging need for BIST struc-
tures which offer low power consumption during test. Three
different techniques have been proposed [11] for a counter-
based BIST scheme that aim to reduce the power consumed
during test, namely, the proper assignment of the TPG out-
puts to the Circuit Under Test (CUT) inputs, the use of Gray
instead of binary counters for reducing the number of tran-
sitions at the inputs of the CUT and the reduction of the
test set. The application of the first two techniques were in-
vestigated for the proposed BIST scheme. Table 4 presents
the reduction that can be achieved in the total power con-
sumption when only the first or both the first and the second
techniques are used. The power consumption reduction per-
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Table 4. Power Consumption Reduction
NAD size n = 8 n = 16 n = 32

Cell 1 Cell 2 Cell 3 Cell 1 Cell 2 Cell 3 Cell 1 Cell 2 Cell 3
Proper Assignment 15.0% 12.8% 9.5% 6.9% 5.6% 4.7% 5.8% 5.3% 5.0%

Proper Assignment + Gray 21.9% 18.6% 16.0% 12.7% 10.8% 9.6% 10.8% 9.6% 9.0%

Table 5. Area Overhead
NAD Size (n) 8 16 32

Proposed BIST 16.7% 6.7% 3.0%
Proposed LP-BIST 18.1% 7.1% 3.2%

centages are computed in Table 4 over a BIST scheme with
the worst assignment that does not make use of Gray code.
The power consumption caused by the BIST circuitry itself
has also been taken into account. Since the employment
of a Gray instead of a binary counter requires the addition
of some XOR gates the last row of Table 4 corresponds to
a TPG circuit that has a larger implementation area than
the TPG of the initially introduced BIST. The BIST scheme
with a Gray counter TPG will be denoted as the LP-BIST
scheme. The area overhead imposed by the proposed or the
LP-BIST BIST scheme on the initial divider design is pre-
sented in Table 5. The area overhead includes the binary
or the Gray counter TPG as well as the input multiplexers.
Note that, although pre-layout estimations, the results pro-
vided by the Design Analyzer tool of Synopsys also take
into account net interconnection area. In the area overhead
computations the test response compactor circuit was not
taken into account. This assumption was based on the fact
that a single rotate carry adder-accumulator was adopted for
output compaction. Since a divider is always accompanied
in any datapath by an accumulator and an adder, these can
be used efficiently during the test of the divider.

The results of Table 5 indicate that the proposed BIST
circuit as well as the LP-BIST increase the area of the di-
vider by at most 7% when n=16 or 32. The area overhead
percentage would be a lot smaller in a whole chip, since the
TPG circuit of either BIST schemes can be used efficiently
for testing other structures (for example adders or multipli-
ers). As stated in the introduction, the C-testable design of
NAD has an area overhead of 3% when n=16. This per-
centage would however increase significantly when we add
a TPG for producing the vectors extracted in [9] and the
required input multiplexers. Moreover the resulting BIST
would be a dedicated circuitry for testing the divider which
can not be used for testing other parts of a whole chip. Fi-
nally, but most important, the BIST structure proposed in
this paper does not require the addition of any DFT hard-
ware in the original critical path of the divider. On the other
hand, a BIST devised according to the vectors presented

in [9] requires the addition of n XOR gates on the critical
path of the divider.

4 Conclusions
A new effective BIST scheme for non-restoring array

dividers has been proposed in this paper. The proposed
scheme has all the desired characteristics of a BIST scheme
since it requires small implementation area and achieves
more than 99% cell fault coverage by applying only 128 test
vectors. Moreover, another version of the proposed scheme
was exploited that reduces the total power dissipated during
test by 13% on the average and can be used more efficiently
in a power critical application.
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